CAAM 335, Fall 2021, Homework 8 - Solutions
Problem 1 (2+2+2+2+2+2=12 points)

(a) If (24 3i)(4 — ai) = 14+ 8i and a is real then a = ? Solution a =2
(b) If
24+3i  —1+5i
4—ai 8
and a is real then a = ? Solution a = 4

(c) The polar form of 2 4-2+/3i is r(cos(8) +isin(0)) with
a)r=4,0=mn/6 b)r=—-4,0=n/3 c)r=4,0=n/3 d)r=4,0=2n/3.
Solution ¢) 2 +2v/3i = 4(cos(n/3) +isin(w/3))
(d) The polar form of —v/6 — /21 is r(cos(8) +isin(0)) with
a)r=2v2,0=71/6 b)r=2v2,0=-51/6 c)r=8,0=-5n/6 d)r=2v2,0=mn/6.
Solution b) —v/6 —v/2i = 2v/2(cos(—51/6) + isin(—51/6))

(e) Ifz;=2—2iand zp = 1 +i, then |z1 /22| = ?

Solution |z1 /22| = |z1]/|z2| = V8/v2 =2
(f) If z; = —2+2i and z, = 1 + 1, the angle in the polar form of z; /zo = r(cos(8) 4 isin(0)) is
aA)0=mn b)O=m/2 ¢)0=3n/4 d)6=>5n/6.

Solution b) z; = —2 +2i = 2v/2(cos(3n/4) + isin(3n/4)), z2 = 1 +i = V/2(cos(n/4) +

isin(nt/4)). Hence, 71 /2o = 2(cos(3n/4 —m/4) +isin(3n/4—n/4)) =2(cos(n/2) +isin(m/2)).

Problem 2 (5+10+5+10=30 points)

(a) Let A € R and let A = QR be a QR-decomposition with an orthogonal matrix Q € R"*"
and an upper triangular matrix R € R"*",

Show how the QR-decomposition of A can be used to solve a linear system Ax = b. Carefully
describe the steps necessary. The matrix A is not used explicitly in any of these steps.

(b) Let
% g‘ 1 (2 2 1 111 2
?§1=§—122 011 and b= |0
: 1 2 -1 2 0 01 1

Use the QR decomposition A = QR to solve Ax = b.
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(c) Let A € R™" and let A = QR be a QR-decomposition with an orthogonal matrix Q € R"*"
and an upper triangular matrix R € R"*".

Show how the QR-decomposition of A can be used to solve a linear system A’y = b. Care-
fully describe the steps necessary. The matrix A is not used explicitly in any of these steps.

(d) Use A, b, and the QR decomposition A = QR in part (b) to solve ATy =0b.

Solution

(a) Ax = b is equivalent to QRx = b. Define y = Rx. Then Qy = b and Rx = y. Since Q is
orthogonal, y = QT b. The system Rx = Q7 b can be solved via back substitution.

(b)

1 2 -1 2 2 2
y=0"b= 312 2 o) =1
-1 2 2 1
Solve for x using back-substitution.

111 X1 2

011 n|l=11] =x=

0 01 X3 0 0

~——

(c) ATy = b is equivalent to R QTy = b. Define z = Q”y. Then R’z = b and Qy = z. The
system R”z = b can be solved via forward substitution. Since Q is orthogonal, y = Qz.

(d) Solve for z using forward-substitution.

1 00 21 2 2
1 10 |=10] =z=|-2
1 1 1 23 1 1
—RT =b
2 2 -1 2 | -1
y=Q0z==-[-1 2 2 -2 =3 —4
2 -1 2 1 8

Problem 3 (12+12+6+5+5=40 points)
Consider the matrix

e e M
S O N O
O =

whose eigenvalues are 2 and -1.



(a) Compute the eigenvectors of A.
Note that A[(2I —A) L A[(—I —A). (We will learn later that for symmetric matrices eigen-
vectors corresponding to distinct eigenvalues are always orthogonal.)

(b) Use Gram-Schmidt orthonormalization to obtain an orthonormal basis for R* composed of
eigenvectors of A.

(c) By arranging the eigenvectors from part (b) and A’s eigenvalues properly, write A in diago-
nalized form. In other words, construct the matrices Q and A such that A = QAQT .
(Note that the previous identity is equivalent to AQ = QA, which puts more emphasis on the
eigenvector-eigenvalue relationships.)

(d) Use your answer from part (c) to calculate AL
(e) Use your answer from part (c) to calculate A2,

Solution

(a) The eigenvectors corresponding to eigenvalue 2 solve the linear system (2 — A)x = 0. The
row reduce form of 21 — A is

1 0 -1 -1 1 0 -1 —1

oA 0 0 0 O 00 0 O

-1 0 1 1 00 0 O

-1 0 1 1 00 0 O
X1 0 1 1

So, all x in the set { x € R* 2= ! p+ 0 q—+ 0 rwith p, g, r € R 3 solve

X3 0 1 0
X4 0 0 1

(2I—A)x=0.

Similarly, the eigenvectors corresponding to eigenvalue 1 solve the linear system (/ —A)x =
0. The row reduce form of —/ —A is

-2 0 -1 -1 -1 0 1 =2 -1 0 1 =2
A 0O -3 0 O 0O -3 0 O 0 -1 0
-1 0 -2 1 -1 0 -2 1 0O 0 -1 1
-1 0 1 =2 -2 0 -1 -1 O o0 0 ©O
X1 —1
So, all x in the set { x € R* iz = (1) pwith p e R » solve (—/—A)x=0.
3
X4 1
0 1 1 —1
) . ) . 1 0 0 0
Finally, a set containing eigenvectors of A is S := ol 111 1o 1
0 0 1 1



(b) The set S contains the eigenvectors of A and is a basis of R*. Note that the eigenvec-

—1

0 . . . . .
tor corresponding to eigenvalue —1 is orthogonal to eigenvectors corresponding to

1
1

eigenvalue 2. Using Gram-Schmidt to orthonormalize the eigenvectors corresponding to

eigenvalue 2, we get

1

0
a) = ! q1=a
0 b
0
1 1N\ " /0 0 1
me 0] 0 1 S 2 R
1 1 0 0 1]’ laslla V2
0 0 0 0 0
1 1\ " /0 0 N ' /1 1
w0 [0 1 1l 1o 0 0
0 0 0 ol 2o 1 ]
1 1 0 0 1 0 0

So, a orthonormal basis of R* containing eigenvectors of A is

(c) Let
o L L __L
V2 /6 V3 20
1 0 0 0 0 2
v 2\@ \{E 00
0 0 7 7

Note that A = QAQ .

[l S M el e

|
|

Y]

1
0
| 2)
0
1 1
11 0 1 0
2 _1 >Q3—\/6 _1
2 2
3)
1 1
(0] | O]
V21 Vvel -1 V3
0 2
0
0
0

(d) Using the diagonalizable structure of A = QAQ' and the orthogonality of Q we compute

Sl

1 1
0 7 —\ /1/2 0 0
) ) 10 0 0 0 1/2 0
Al=onoT =10 o o ||, (/) 12
e N (/)

00 %

o 1 0 0
v
V3 Vi3

>—‘>—ao|



1 1 1
0 %5 % “#A\(° 1(/)2 0 8 0o 0 1/2 1/2
N R 2 =)0 e 00
0% v vl O T /2.0 0 -1/2
o o 2 T )\X o X 12 0 —1/2 0
Ve V3 V3 V3 V3

(e) Using the diagonalizable structure of A = OAQ", we compute

A =QAQ"...0AQ" = QAP0

TV
20 times

200 0 0
0 220 0 0
20 20
A= 0 Ty o o 2" =1.048576
0 0 0 1
1 1 1
0 5 % i)/ 0 0o/ 0 L 0 0
OATQ =1 L _L 1 0 o0 20 ol L o -1 =2
V2 V6 V3 NG V6 V6
o o =2 L 0O 0 0 1 L o L L
V6 V3 V3 NV
1 1 1
O %5 % &5 0 220 0 0
1 0 0 0 2192 0 2192 0
= B U . 19 _nl9 20
0 e 2@/@ 8 2\1/5/\/32\/?/\@
00 % 5 V3 V3 V3
2194219/341/3 0 219-219/3-1/3 2%0/3-1/3
- 0 220 0 0
S 2P-293-1/3 0 29+219/3+1/3 —2%0/3+1/3
220/3-1/3 0 —229/341/3  221/341/3
699,051 0 349,525 349,525
- 0 1,048,576 0 0
— | 349,525 0 699,051 —349,525
349,525 0 349,525 699,051



